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CIOs Are Strengthening Support for 
Information and Transaction Systems

CIO Technology PrioritiesTop 10 CIO Technologies

2007

2007 2006 2005 Increase

Business intelligence (BI) applications 1 1 2 12.4%

Enterprise applications (ERP, SCM, CRM, etc.) 2 * * 10.5%

Legacy application modernization 3 10 5 8.8%

Networking; voice and data communications (VoIP) 4 8 7 8.2%

Servers and storage technologies (virtualization) 5 9 10 8.4%

Security technologies 6 2 1 9.3%

Service-oriented applications and architecture 7 7    4 10.2%

Technical Infrastructure management and development 8 12    ** 6.6%

Document management 9 * * 11.4%

Collaboration technologies 10 4 *  8.8%

*New question for 2007 **New question for 2006 

To what extent is each of the following a priority for 

you in 2007?
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Data Center and Network Evolution = Growth
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Application Architecture EvolutionApplication Architecture Evolution

Data Center 1.0Data Center 1.0

Mainframe

CENTRALIZED

Data Center 2.0Data Center 2.0

Client-Server and 
Distributed Computing

DECENTRALIZED VIRTUALIZED

Data Center 3.0Data Center 3.0

Service Oriented and   
Web 2.0 Based

Consolidate

Virtualize

AutomateIntegrate

Automate
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Data Center 

Security

Firewall 

Services 

Module

Application 

Network 

Services

ACE Application 

Delivery –

Module and 

Appliance

Wide-Area 

Application 
Services

ACE XML

Gateway

A Comprehensive Portfolio for Data Center 3.0

Storage

Networking

MDS 9500 

Storage 

Directors

MDS Fabric 

Switches

Blade Switches

(Unified Fabric 

ready)

Infiniband

Clustering

SFS 7000 

Infiniband 

Switch

SFS 3000 

Infiniband 

Gateway

Data Center Provisioning

Data Center Management

VFrame Server/Service 

Provisioning System

Data Center Network Manager– Topology 

Visualization and Provisioning

ANM– Advanced L4-7 Services 

Module Management

Nexus 7000

Catalyst® 6500 

Series

Catalyst 4900M 
Top-of-Rack

Catalyst Blade 
Server Switches

Ethernet

Networking

Unified 

Fabric 

Networking

Nexus 7000 

Modular 

Switching 

System

(Unified Fabric 

ready)
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Cisco Data Center Opportunity
A computing, storage and networking portfolio for the Data Center
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STG: Server/HPCSTG: Storage

Tape

Disk

Clustered Servers
File Network 

IP

Cat6500

GE/

10GE

Security

IDS

Anomaly 
Detect/Guard

VPN

Firewall

File Cache

SSL

Content
Switch

SAN (MDS)SAN (MDS)

Metro Network

Optical/Ethernet

Network 
Mangement

IBM

Application

Optimization

Networking

GSS

WAAS/ANS

Infiniband

NAS

IBM Services: GTS

Challenges in today’s Data Center:

� Underutilization: server & storage bloat

� Real estate: floor space; cooling; electricity

� Complexity: server/storage operations & management driving up costs

� Regulatory: security; privacy; availability

BladeCenter BladeCenter 

(switching)(switching)

Cisco products integrated and/or working with IBM servers, Software, Storage and Services
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Cisco and IBM Relationship Today

Together IBM And Cisco Provide an Unmatched, Holistic Approach 

to the Market and Our Mutual Customers

Industry and Horizontal Solutions
• Banking and Insurance

• Retail

• Public Sector

• Energy & Utilities

• Automotive

• SMB

• Unified Communications Solution

• Data Center Solution

• Integrated Security Solutions

• Wireless Offerings

• Storage Offerings

Demo Capabilities
• 300+ Joint Competency Centers

• UC innovation facilities WW

• Retail and FSS Exec Briefing Centers

IBM Global Services
• Robust portfolio of service offerings for Cisco 

(assess, design, install, manage)

Technology Collaboration
• Software and Hardware

• Tivoli, WebSphere, Lotus, Information 
Management, and Rational

• System x,  System p Servers, SAN 
Directors, 

• Blade Center, Linux, Virtualization Mgnt, 
Microelectronics —ASICs

Senior Leadership Support
• CEO Meetings 

• Senior Executive Sponsorships WW

• Sharing of visions and strategies

Channels and Marketing
• Cisco Channel Incentive Programs

• Cisco Certification Programs

• Regional Account Planning

• WW Marketing Planning and Campaigns
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Storage

Storage

Storage

Branch Office

Partner

Customer

Consolidation and Application Optimization
Addressing application delivery

�Maximize Application Performance, Availability & Security

� Reduce IT Costs

� Ensure Data Privacy & Compliance

ACE

ACE 
XML Gateway

WAAS

ACE 
XML Gateway

WAAS

Optimized application experience

Optimized
Application performance

XML Security, 
Rapid Service deployment 

Internet

WAN

Extranet

Data Center ACE

Consolidated branch
reduces TCO. 

Better user experience 
improves productivity

Better application response
Improves customer experience
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Virtualization and Consolidation
Understanding Virtual Fabrics (VSANs)

Production SAN Tape SAN Test SAN

FC

FC

FC

FC

FC

FC

SAN E

DomainID=5
SAN F

Domain ID=6

FC

FC

FC

FC

SAN A

DomainID=1
SAN B

DomainID=2
SAN C

DomainID=3

SAN D

DomainID=4

DomainID=8DomainID=7
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VSAN 3

Physical Topology

VSAN 2

Disk1

Host2Disk4

Host1

Disk2 Disk3

Disk6

Disk5

Host4

Host3

ZoneA

ZoneB

ZoneC

ZoneA

ZoneB

VSANs, Zones, IVR Zones

� Hierarchical relationship:

� First assign physical ports to VSANs

� Then configure independent zones per VSAN

� VSANs provide traffic statistics

� Zones provide added security and allow 
sharing of device ports

� VSANs only change when ports needed per 
virtual fabric

� Zones can change frequently (e.g., backup)

� Ports are added/removed non-disruptively to 
VSANs

� IVR zone: a container or access control, 
containing two or more devices in different 
VSANs

� Standard zones are still used to provide 
intraVSAN access

� IVR zoneset: a collection of IVR zones that 
must be activated to be operational

VSANs and Zoning Are Complimentary
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Cisco VSAN Technology at Work

� VSANs create new instances of fabric services - separate policies and control traffic for 
each VSAN ensure fault isolation

� VSANs do not exchange any control plane information (e.g. RSCNs, RCF, BF)

� Each VSAN topology is independent and separate from the next

� Ports are individually assigned to VSAN (manual or automatically with DVPM)

� All frames (data and control) are tagged with VSAN Identifier when passing between 
Cisco switches providing hardware enforced separation of virtual fabrics

� Role Based Access Control (RBAC) allows for administrators per VSAN

PortChannel
&

Trunking E-Port

Per VSAN Fabric Services Per VSAN Fabric Services
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Exceptional Flexibility –
On-Demand Ports and Virtual SAN (VSANs)

E-Mail DatabaseE-Mail DatabaseE-Mail

Start with 8-ports and a 
VSAN for E-Mail

Add 8 more ports and a 
VSAN for Database

Add 8 more ports and a 
VSAN for Backup

Backup

Storage Storage Storage Storage Storage Tape
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Virtualizing the Fabric – The Full Solution

Full Service End-to-End Virtual 

Fabric Implementation

Virtualized Fabric Attachment

Multiprotocol Transport Extensions

Virtualized Fabric Services

Virtualized Fabric Diagnostics

Virtualized Fabric Security Policies

Virtualized Fabric Management

Inter-Virtual Fabric Routing
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� Extend virtual fabric service to FC ISLs, iSCSI, FCIP, 
FICON, etc.

Virtualized Fabric Policy

� Provide connectivity across virtual SANs
without merging the fabrics

� Set FC parameters per virtual fabrics (e.g. timer 
values, FID allocation, DID ranges etc.)

� Map and manage virtual fabrics independently

� Troubleshoot per virtual fabric problems

� Define separate security policies per virtual fabric

� Separate fabric services per virtual fabric (e.g. routing, 
zones, RSCNs, QoS, etc.)

� Assign virtual fabric membership at the port level
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DWDM

Distributed Data Center 

Architecture 

with Virtual Fabrics

Distributed Data Center 

Architecture 

w/o Virtual Fabrics

Virtual Fabrics in Distributed Data Center
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Cisco Integrated InterVSAN Routing (IVR)

� Allows resources in different VSANs to communicate

� But without the need to merge fabrics

� Full bidirectional Network Address Translation (NAT)

� Connect fabrics with overlapping Domain IDs

� Fully Standards based

� Transparent to third-party switches

� Simple to set-up and manage

� Uses well understood zoning principles 
for define allowed exchanges

� Provides high fabric resiliency and 
VSAN-based manageability

� Distributed, scaleable, and highly resilient 

� Supported at wire rate on any port 
on the MDS family!

� No need for special routing modules or appliances

Data 

VSAN_10 VSAN_11

IVR Zone (IVZ)

Control Traffic 
not passed 

between VSANs

IVR

Wirespeed FC frame rewriting capability on every
MDS 9200 & 9500 port is the foundation for 

delivering scaleable SAN Routing

DID=101DID=101
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Storage Area Network – „hierarchical”
architecture with Virtual SAN

- Hierarchical design (Virtual Fabric architecture)

- Segmentation and High Availability (InterVSAN routing)

- Scalability

- QoS functionality

- Traffic Engineering

- Support for Fibre Channel over IP and iSCSI

- PortChannel (Load balancing for different length links)
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8 Gbps EISL Trunk

2 VSANs - 1 Lambda

DWDM
or

CWDM

SONET
or
SDH

IP 
Routed 
Network
(FCIP)

VSANs Allow Sharing of DR Facilities

� VSANs can be carried between data 
centers over various links

� Cost savings through consolidation of 
DR facilities

� SAN Isolation maintained

� Various wide and metro area facilities 
can be used securely:

FCIP (e.g. PoS, ATM, Metro Ethernet)

Optical (e.g. SONET, DWDM or CDWM)

� Cisco MDS 9000 can provide traffic 
statistics per VSAN (departmental 
chargeback?)

� Full fabric discovery per-VSAN through 
Cisco Fabric Manager 
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Cisco MDS900 - Fabric Consolidation
Data & Control Plane Scaling

Cisco PortChannel Link Aggregation

� Adds Performance scalability and resilience 

� Group up to 16 links for aggregate of up to 160 
Gbps (10G FC interfaces!)

Any port, any line card, no restrictions

� Hardware-based intelligent load distribution, with 
rapid failover and re-distribution 

� PortChannel Protocol (PCP) for simplified auto 
set-up and configuration validation

Robust & Highly Scalable Control Plane*

� FSPF Routing for up to 16 equal cost paths 
(1 PortChannel = 1 link)

With traffic engineering based configurable link 
costs per Virtual SAN

� Support for large scale fabrics of up to 12 
hops/fabric

� 239 Switches per Virtual SAN

� 8000 Zones per Switch 

� 20000 Zone Members per Physical Fabric

� All zoning in hardware!

FSPF Load Balancing

PortChannel

* Cisco maximums – OSM qualified values maybe smaller
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VSANs, IVR & Legacy Interop Modes
Enable fabric and data migration

Cisco Legacy Interop modes

� Enables MDS 9000 family to interoperate 
with 3rd party switches in their ‘Native Mode’

� Re-use existing legacy fabric switches

� No impairment to Cisco fabric

� No change required on legacy switche

� Configurable on a VSAN-by-VSAN basis on 
MDS 9000

� Enhances standard interop mode

� Mode 1 - Standard interop mode

� Mode 2 - Supports Silkworm 2x00, 6400, and 
3200/3800 (core_PID=0)

� Mode 3 - Supports Silkworm 3900, 12000, 
48000 (core_PID=1)

� Mode 4 - Supports all McData platforms

McDATA

IVRIVR IVRIVR

Brocade

2800
Brocade

48000

VSAN_10 VSAN_20 VSAN_30

Data
Migration

Data
Migration
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MDS Security Features - VSAN Based Roles

� Enables deployment of VSANs 
that fit existing operational 
models

Network-admin configures all 
platform-specific capabilities

VSAN-admin(s) configure 
and manage their own 
VSANs

� The existing “role” definition is 
enhanced to include VSAN(s)

VSAN – Cust2

VSAN – Cust1

Network Administrator
Configures and manages all

platform-specific capabilities

VSAN Administrators
Configure and manages only

their VSANs
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Case Study – Major Insurance Company 
SAN Consolidation

• Converted 24 (competitive) 
fabrics to 4 fabrics over two 
production data centers

• Consolidated 102 legacy 
switches to 20 MDS directors

• Completed project in 90 days

Customer Reference
• One of the largest insurance and financial services companies in the world

• Migrated storage infrastructure which includes several hundred Terabytes 

from several SAN islands to a consolidated MDS 9000-based SAN 

designed for availability, recoverability, and growth
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pWWN-P

Mapping Mapping Mapping Mapping

FC FC FC FC

FC

Storage ArrayMDS9000

Virtual Server Using NPIV and 
Storage Device Mapping

� Virtual HBAs can be 
zoned individually

� “LUN masking and mapping”
is based on the virtual HBA pWWN of 
each VMs

pWWN-P

pWWN-1

pWWN-2

pWWN-3

pWWN-4

Multiple Logins on a Single Point-to-Point Connection FC Name Server

pWWN-1 pWWN-2 pWWN-3 pWWN-4

To pWWN-1

To pWWN-2

To pWWN-3

To pWWN-4FC
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N-Port ID Virtualization (NPIV)

� NPIV is a standards-based technology 
specified by INCITS T11

� Allows HBA port sharing between 
different virtual machines

� Each virtual device logs into the fabric 
independently 

1st device uses FLOGI (e.g. HBA)

Subsequent devices use FDISC

� Each device registers independently  
with name service via PLOGI

� Enables Independent fabric policies 
per Virtual Machine e.g. 

� Zoning

� Security

� Traffic mgmt (e.g.. QoS)

3 Logical
Partitions 

Single Physical
FC Link

ERP
Web

E-Mail
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Introducing N-Port Virtualizer (NPV)

.

.

Blade System
Core SAN

Storage

N-Port

F-Ports

F-Port

Uses NPIV-Port
Technology

F-Port

Blade 1

Blade 2

Blade N

NPV

NPV

N-Port

N-Port

NP-Ports

NP-Ports

Key Benefits of NPV

� Solves the Domain ID issue. With NPV, Blade Switch appears as a HBA to the core

� Addresses the interoperability issues since the Blade Switch presents itself as an HBA

� Simplifies management since the server administrator is not exposed to SAN switch 
management tasks
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.

.

Blade System
Core SAN

Storage

N-Port

NP-Ports

F-Port

Uses NPIV-Port
Technology

F-Port

Blade 1

Blade 2

Blade N

NPV

NPV

N-Port

N-Port

NP-Ports

NP-Ports

Key Benefits of Nest NPIV &  NPIV

� Total Flexibility – Administration, Mobility, Control

� Massive Scalability – Build SANs with 1000’s of Virtual Machines with extremely simple 
fabric topologies

� Retain management domains and access control

� Further Enhancements on the way – e.g. WWN virtualization

VM_1
VM_2

VM_3
VM_4

VM_5
VM_6

Introducing N-Port Virtualizer (NPV)
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Cisco SAN Device Virtualization

� Allows provisioning with virtualized 
servers and storage devices

� Significantly reduces time to 
replace HBAs and storage devices

� No reconfiguration of zoning, 
VSANs, etc. required on MDS

� No need to reconfigure storage 
array LUN masking after replacing 
HBAs

� Eliminates re-building driver files on 
AIX and HP-UX after replacing 
storage 

Virtual Initiator
FCIDVI PWWNVI

Virtual Target
FCIDVT PWWNVT

Presents Virtual WWN to 
Servers and Storage device

Physical to Virtual Mapping 

Real Initiator
FCIDRI PWWNRI

Real Target A
FCIDRT PWWNRT

Real Target B
FCIDRT PWWNRT
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MDS 9500 Family of Ultra Scaleable Directors
Total Flexibility – any module, any chassis, any combination

MDS 9509

12-port 4Gbps FC

24-port 4Gbps FC

48-port 4 Gbps FC

4-port 10Gbps FC

MSM 18/4 & 18/4 FIPS

18 x 4Gbps FC + 4 x GE

MDS 9506

MDS 9513

Chassis Options Modules Options

IBM 2054-E04

IBM 2054-E07

IBM 2054-E11
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Cisco MDS 9100 & 9200 Switches
Scaleable Edge Switching Solutions

MDS 9124

MDS FCSM for 
IBM BladeCenter

MDS 9134

MDS 9222i

Top of Rack & Small Fabric

Blade Servers

Multiprotocol & Expandable

� 18 4Gbps FC plus 4 x 1GE ports

� Concurrent FCIP & iSCSI Support

� Hardware based Compression & Encryption  

� Expansion slot for any MDS module

� Support for 16 Virtual SANs (VSANs)

� Flexible port licensing

� Optional Switch or N_Port Virtualizer (NPV) modes

� NPIV Support

� Support for 16 Virtual SANs (VSANs)

� Flexible port licensing

� Optional Switch or N_Port Virtualizer (NPV) modes

� NPIV Support

IBM 2054-E01

IBM 2053-434

IBM 2053-424

Total 20 ports

Port Licensing offered for

7 servers + 3 uplinks

14 servers + 6 uplinks

SAN-OS firmware
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Fabric Manager / Device Manager
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10Gb

L4-7 Svcs

CatalystCatalyst
65006500

CatalystCatalyst
50005000

Integration: Unified Fabric
Markets Transition To Meet New Needs

1994 1999 2008+

Shared

Switched

Speed

Services
Lossless

10Mb 100Mb 40 & 100Gb

VLANs

QoS

PoE

1Gb

L3 Switching
Unified
Fabric

L2 Multi-Pathing

Platforms

FCoE

NexusNexus
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Integration:
What is Data Center Ethernet (DCE)?

Data Center Ethernet is an architecture based on a collection 
of open standard Ethernet extensions to improve and expand 
Ethernet networking and management capabilities in the data 
center . 

Cisco is showing innovation while working through the 
standardization process with these extensions in open 
standards forums. 
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Provides ability to transport various traffic types (e.g.     
Storage, RDMA) 

Lossless Service

Eliminate Spanning Tree for L2 topologies 

Utilize full Bi-Sectional bandwidth with ECMP

L2 Multi-path for Unicast & 
Multicast

Auto-negotiation for Enhanced Ethernet capabilities  
DCBX  (Switch to NIC)

Data Center Bridging 
Exchange

End to End Congestion Management for L2 network
Congestion Notification 
(BCN/QCN)

Grouping classes of traffic into “Service Lanes”
IEEE 802.1Qaz,  CoS based Enhanced Transmission

CoS Based BW 
Management

Provides class of service flow control.  Ability to support    
storage traffic

Priority-based Flow 
Control (PFC)

BenefitFeature 

Integration: Data Center Ethernet Features
Overview
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Integration: Encapsulation Technologies

Base
Transport

Encapsulation 

Layer

SCSI

App

Ethernet

IP

TCP

iSCSI

FCoE

FC SRP

Infiniband

IP

TCP

FCIP

FC

IP

TCP

iFCP

FC

SCSI

Applications
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FC Payload

C
R
C

E
O
F

F
C
S

Same as a physical FC frame

Control information: version, ordered sets (SOF, EOF)

Normal ethernet frame, ethertype = FCoE
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� Cisco submitted FCoE proposal on May 22 as a joint proposal
among 16 companies

Adopted by ANSI T11 FC-BB5 in June 2007; full ratification by mid-2008

Frame format agreed upon by T11 in August

Support from entire storage and switching industry: EMC, HDS, HP, IBM, 
Sun, Brocade, NetApp, Cisco, Emulex, Qlogic, Nuova, Intel

� Follow INCITS ANSI-T11 progress (www.t11.org/fcoe)

Integration
FCoE Specification progressFCoE Specification progress
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� Mapping of FC Frames over 
“Lossless” Ethernet

� FCoE Specification in ANSI INCITS 
FC T11.3

� Optional features in IEEE

� PAUSE enhancements 802.3x 

� Priority Flow Control (PFC)

� Jumbo Ethernet Frames support

� Fewer Cables

Both block I/O & Ethernet traffic 
co-exist on same cable

� Fewer adapters needed

� Overall less power

� Interoperates with existing 
SAN’s

FCoE SAN Management is 
completely consistent with FC 
SAN management

� No Gateway required

Simple encapsulation and de-

encapsulation at wire speed

FCoE

First Steps in Building a Unified Fabric
Fibre Channel over Ethernet (FCoE)

Fibre 

Channel 

Traffic 

Ethernet

Benefits
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Management

SAN BSAN ALAN

Today:

DCE and FCoE

Ethernet

FC

FC HBA

FC HBA

NIC

NIC

FC Traffic

FC Traffic

Enet Traffic

Enet Traffic

FC HBA

FC HBA

NIC

NIC

FC HBA

FC HBA

NIC

NIC

Today:
� Parallel LAN/SAN Infrastructure

� Inefficient use of Network Infrastructure

� 5+ connections per server – higher adapter 
and cabling costs

Adds downstream port costs; 
cap-ex and op-ex

Each connection adds additional points 
of failure in the fabric

� Longer lead time for server provisioning

� Multiple fault domains – complex 
diagnostics

� Management complexity – firmware, driver-
patching, versioning

Integration: I/O Consolidation Use Case
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Today
� Parallel LAN/SAN Infrastructure

� Inefficient use of Network Infrastructure

� 5+ connections per server – higher 
adapter and cabling costs

Adds downstream port costs; 
cap-ex and op-ex

Each connection adds additional 
points of failure in the fabric

� Longer lead time for server provisioning

� Multiple fault domains – complex 
diagnostics

� Management complexity – firmware, 
driver-patching, versioning

Management

SAN BSAN ALAN

DCE and FCoE

Ethernet

FC

Today

Integration: I/O Consolidation Use Case
Cisco Nexus Series Switch 

Unified I/O Phase 1
� Reduction of server adapters

� Simplification of access layer & cabling

� Gateway free implementation - fits in 
installed base of existing LAN and SAN

� L2 Multipathing Access – Distribution

� Lower TCO

� Fewer Cables

� Investment Protection (LANs and SANs)

� Consistent Operational Model

Unified I/O Phase 1

FCoE 
Switch
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DCE Fabric 

w/ FCoE

Unified I/O Phase 2

� Elimination of parallel network 
infrastructure

� L2/L3 Multipathing end to end

� Faster infrastructure 
provisioning

� Lower TCO

� Disk array access via DCE or 
Native FC

Integration: Unified Fabric Use Case
Cisco Nexus Series Switch 

Management

Storage
Arrays

FCoE 
Switch

DCE and FCoE

FC

Unified I/O Phase 2
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Integration: VM-Optimized Services

� Enables convergence of 

multiple traffic types

Virtual Machines LAN 

Virtual Machines SAN

Hypervisor Mgmt LAN

Virtual Infrastructure Services LAN

� Scales VM LAN performance 

Increase I/O bandwidth 

Increase VM density

� Accelerates Virtual 

Infrastructure Services

Live VM migrations via VMotion and 

DRS features

Enable additional services

VMotion

10 GbE

10 GbE DCE

Fibre Channel

SAN A

10 GbE
FCoE/DCE

LAN SAN BLAN
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Unified I/O & Unified Fabrics

Multiple…
� Networks & Fabrics

� Switches

� NICs/HBAs

� Cables/Connections

� Management Tools & Domains

Today

Backup

SAN

Production LAN

Management/
ILO LAN

Tomorrow

Unified…
� Networks & Fabrics – Ethernet & FCoE

� Data Center Switching 

� Converged Network Adapter

� Cabling/Connections – fewer, higher speed

� Management Tools & Domains

Reduced OpEx
Reduced CapEx
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Introducing the Cisco Nexus 7000 Series
Built for the Data Centre

� Zero Service Disruption design

� Graceful systems operations

� Integrated lights-out management

� High density 10GE Today

� Lossless fabric architecture

� Dense 40GbE/100GbE ready

� Unified Fabric Ready

� Virtualized control and data plane

� 15Tb+ switching capacity

� Efficient physical and power design

In
fra

s
tru
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Automation: Cisco VFrame Data Center Helps Build 
the Foundation for Service-Oriented Infrastructure (SOI) 

Cisco VFrame Data Center
Network-Driven Service Orchestration

SOI Control 
Layer

Storage Pool

SAN 
NAS 

Server Pool Network Pool

Data Center Networked Infrastructure

Monitoring
IBM Tivoli, HP Openview, 

BMC Patrol, CA Unicenter

Business Service 
Management 
Mercury,

Tideway, BMC

Management and Monitoring

Element Managers 
Cisco Fabric Manager, VMS, 

CiscoWorks, ANM

Virtualization 

Managers
VMware VirtualCenter

� Orchestrate across 
infrastructure resources

� Platform for service 
abstraction

� Integrate with other 
management systems
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The Adaptive Data Center 3.0

ACE App Switch

ACE XML Gateway

App QoS High

App QoS Med

App QoS Low

Procurement Application 
Servers

Catalyst 6500 

Hot Standby

Normal traffic

Virtualize 
Categorize 
Prioritize
Monitor
Adapt

VFrame 
Orchestrator

Time

R
e
s
p
o
n
s
e
 T
im

e

Application programs and messaging

The IBM MQSeries range of products provides application 

programming services that enable application programs to 

communicate with each other using messages and queues. This 

form of communication is referred to as asynchronous 

messaging that can support assured, once-only delivery of 

messages. Using MQSeries means that application programs 

may be decoupled such that the program sending a message 

can continue processing without having to wait for a reply from 

the receiver. If the receiver, or the communication channel to it, 

is temporarily unavai lable, the message can be stored and 

forwarded at a later time. Additional ly IBM MQSeries also 

provides mechanisms for generating acknowledgements of 

messages received. 

Application programs
The IBM MQSeries
programming services that  

Application programs and
The IBM MQSeriesrange of products provide 
programcation programs to 

Application programs
The IBM MQSeries
programming services that  

Application programs and
The IBM MQSeriesrange of products provide 
programcation programs to 

SLA violations 
for High 
Priority traffic
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VM

Physical 
CPUs

Storage
LUNs

VLANs/
VSANs

Load 
Balancers

VM S
o
la
ri
s

X
e
n

L
in
u
x

VM

VMware Other OS’es

Firewall 
Contexts

W
in
d
o
w
s

Security

Storage

Network (L4-7)

App/OS App/OS

Compute

Network (L2-3)

Cisco VFrame™ and VMware
Adaptive Orchestration

Virtual Server/ 
Virtual Machine

VMware

Virtual
Data Center

Cisco VFrame™

VMware Maps VMs      CPU

VFrame Maps CPU       OS
Network
Firewall
Storage
VLANs
VSANs
GSLBs

Cisco + VMware 
Maps VMs CPU

Network
Firewall
Storage
VLANs
VSANs
GSLBs



44© 2007 Cisco Systems, Inc. All rights reserved.

Evolution of the Data Centre Infrastructure
A Phased Approach…

Data
Network

Server 
Fabric
Network

Centralization and 

Standardization to 

Lower Costs, Improve 

Efficiency and Uptime

CONSOLIDATION

LAN
WAN
MAN

SAN

Storage 
Network

Intelligent
Information
Network

HPC
Cluster
GRID

Enterprise
Applications

VIRTUALIZATION
Management of Resources 

Independent of Underlying 

Physical Infrastructure to 

Increase Utilization, 

Efficiency and Flexibility

StorageNetworkCompute

Storage

Network

Compute

Business Policies
On-Demand

Service Oriented

AUTOMATION
Dynamic Provisioning 

and Information Life-cycle 
Management (ILM) to 
Enable Business Agility

INTEGRATION

Compute-Network-Storage

Service Orientation

Provisioning
Manager

Service level monitoring Service level monitoring 
with real time service with real time service 
oriented provisioningoriented provisioning

““UnificationUnification”” of Fabricsof Fabrics
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Data Center Assurance Program

• Design Best Practices

• Real-world Tested 
Configurations

• Downloadable Spec’s 
and Results

• Full Test Plan and 
Documentation Kit 

• Intuitive 3D graphical 
interface

• Testing updated 
Quarterly

http://www.cisco.com/go/datacenter/dcap

• Best Practice Design Zone

• Integrated Discussion Forum

• Operational Best Practices’
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Data Center Assurance… Collaboration / 2.0Data Center Assurance… Collaboration / 2.0
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Additional Information

http://www.cisco.com/go/datacenter http://www.cisco.com/go/datacenter 
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Data Loss 
Prevention

State of the 
Market
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The Evolution of IntentThe Evolution of Intent
A Shift to Financial GainA Shift to Financial Gain
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Some Recent Data Loss News…
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What Does DLP Mean To Customer’s Business?
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Web

Server

HTTP

request

(cleartext 

or SSL)

HTTP reply

(HTML, 

Javascript, 

VBscript, 

etc)

Plugins:

•Perl

•C/C++

•JSP, etc

Database 
connection:

•ADO,

•ODBC, etc.

SQL 
Database

•Apache

•IIS

•Netscape

Firewall

Web servers vulnerable points

Web

Client Web App

Web App DB

Web App

Web App

DB



© 2007 Cisco Systems, Inc. All rights reserved.Presentation_ID 54

Web
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•Perl
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•JSP, etc

Database 
connection:

•ADO,

•ODBC, etc.

SQL 
Database
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•Netscape

Firewall

Web browser

Web

Client Web App

Web App DB

Web App

Web App
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Hacker attack !!!
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Web
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connection:
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SSL / protected lines
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Web App

Web App

DB

Hacker attack !!!
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Web
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connection:
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Web App

Web App
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Hacker attack !!!
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Web
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Web

Server

HTTP

request
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or SSL)
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•Perl

•C/C++

•JSP, etc

Database 
connection:

•ADO,
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SQL 
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•Netscape

Firewall

Databases
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Web App

Web App
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75% of Attacks Focused 
Here

Custom Web Applications
Customized Packaged Apps

Internal and 3rd Party Code

Business Logic & Code

Network

Operating

Systems

Database

Servers

Operating

Systems

Application

Servers

Operating

Systems

Web

Servers

Network 
Firewall

IDS
IPS

No 
Sig
nat
ure
s 

or 
Pat
che
s

No magic signatures or patches for your custom PHP script

Focus of today’s attacks
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PCI-DSS 6.5 & 6.6

� Two sections of Payment 
Card Industry Data 
Security Standard focus 
on web application 
security: 6.5 and 6.6

� Section 6.6 mandates you 
install a Web App Firewall 
by end of June 08 to 
protect your applications 
against OWASP Top 10 
attacks
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OWASP - 2007 Top Ten Attack List

Source: WhiteHat Security

OWASP = Open Web App Security Project
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ACE Cisco Web App - Firewall in action
An example using XSS
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Old gadget ThinkPad X21

Dimenzije: 27 cm x 22 cm x 1.9 cm

Težina: 293 g

Tools: Google, Nmap, Metasploit
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New gadget

Dimenzije: 11.5 cm x 6.1 cm x 1.16 cm

Težina: 135 g
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New gadget
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Introducing Cisco’s ACE Web App Firewall

Protects your custom HTTP/HTML applications 
from high-impact web-borne attacks

SOA/Web Services/XML Threat Defense Secures and offload web services transactions

Web Application Firewall

• Builds on top of industry-leading ACE XML Gateway platform

• Simple software upgrade to install Web Application Firewall

Extensive HTML and XML application security
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Cross-Site Scripting (XSS) attacks

� What is it?

–A malicious script is echoed back into HTML returned from a 
trusted web site. The scripts executes locally on the client.

–Extremely widespread – some experts estimate 70%-80% of 
websites are vulnerable

� What are the implications?

–Web Site Defacement

–Session IDs stolen (cookies exported to hacker’s site)

–Browser security compromised – control given to hacker

–All data sent between client and server potentially hijacked
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The XSS attack process
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Getting started with the Cisco ACE WAF
1. A wizard helps you define the web sites you want to protect

Specify the 
IP/name of the 
backend server

Specify the 
IP/name of the 
backend server

Call the WAF 
wizard

Call the WAF 
wizard

Monitor means the 
WAF alerts but 
doesn’t block –

extremely 
convenient if you’re 
leery of deploying 

inline

Monitor means the 
WAF alerts but 
doesn’t block –

extremely 
convenient if you’re 
leery of deploying 

inline
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Getting started with the Cisco ACE WAF
2. If (host + URL) classification isn’t sufficient, an expert mode is available

ProfileProfile



© 2007 Cisco Systems, Inc. All rights reserved.Presentation_ID 72

Protecting the web site from XSS
5. The WAF ships with predefined profiles that you can clone and edit

XSS protectionXSS protection
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Fine-tuning a security profile
6. Inside a profile you find groups of rules (rule = signature) – each group 

contains rules ranked by security level

XSS rules levelXSS rules level

Action to take when a 
XSS is detected

Action to take when a 
XSS is detected
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Profile ready to be deployed
8. Here is what our custom test profile looks like – XSS protection is enabled

XSS protection 
enabled with level strict

XSS protection 
enabled with level strict



© 2007 Cisco Systems, Inc. All rights reserved.Presentation_ID 75

Associate the profile to the web site
9. Map the profile to the web site

Profile “Test” mapped 
to our web site

Profile “Test” mapped 
to our web site
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Deploy the policy to the WAF gateway(s)
10. Cisco ACE WAF ships with strong change control and audit log capabilities

Deltas between current 
applied policy and 
proposed one are 

highlighted

Deltas between current 
applied policy and 
proposed one are 

highlighted
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Verification of successful deployment
12. Multi-unit deployment + timestamp/rollback of policies

Policies can be 
deployed to N 
gateways

Policies can be 
deployed to N 
gateways

timestampstimestamps
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The web site is under attack!
13. We are launching a XSS attack against the web site

Immediate incident 
report view

Immediate incident 
report view
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Let’s drill down
14. Let’s see what the attack looks like

The name of the attack 
vector is provided

The name of the attack 
vector is provided

ID of the rule which 
caused the alert

ID of the rule which 
caused the alert
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Detailed security event drill down
15. Detailed forensics are available for each attack

Full dump of incoming 
request

Full dump of incoming 
request
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Fine-tuning a security profile
7. The XSS group contains rules which are cisco-verified signatures

Hundreds of XSS rules 
shipped from factory

Hundreds of XSS rules 
shipped from factory

Each rule has a unique ID and a 
security level (basic, moderate, strict)

Each rule has a unique ID and a 
security level (basic, moderate, strict)
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What the user/hacker/victim sees
16. Default error text returned to browser (fully customizable)

� The error message are HTTP return code are fully 
customizable! You can return your own HTML code 
and for example redirect the hacker to the main page.
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